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a b s t r a c t

Cloud computing provides a paradigmwhere users can utilize various configurable IT resources in an on-
demand and cost-effective manner. However, new security risks such as co-resident attacks have arisen.
This paper models a situation when a user partitions and distributes sensitive data among several virtual
machines to make unauthorized access to the entire data difficult in a cloud environment subject to
the co-resident attacks. The attacker creates virtual machines in the same environment aiming to get
access to users’ data. The cloud resource management system distributes all virtual machines among
servers at random. The unauthorized access to data associated with user’s virtual machine is possible
only if this machine co-resides in the same server with the attacker’s virtual machines. It is assumed that
creating a side channel and getting access to the data is a common event for all the servers in which
user’s and attacker’s virtual machines co-reside. Based on the suggested probabilistic model, an optimal
number of user’s virtual machines (i.e., number of different data blocks partitioned) is obtained for a fixed
or an uncertain number of attacker’s virtual machines, and for the case where the attacker knows the
number of user’s virtual machines and responds optimally on any number of these machines. Examples
demonstrate that the proposed optimal data partitioning policy can effectively mitigate effects of the co-
resident attacks through minimizing user’s losses.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

Based on the virtualization technology, cloud computing offers
a paradigm that allows users to utilize diverse computing and
storage resources in an on-demand and cost-effective manner
[1–3]. With the virtualization, cloud providers can instantiate
multiple virtual machines (VMs) on a single physical server.
While VMs are designed with logic isolation from their underlying
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hardware and from other VMs running on the same physical
server [4], new security risks have emerged to exploit the co-
resident VM architecture in the cloud environment. Particularly
malicious attackers, through co-locating their VMs with the target
user’s VMson the samephysical server, can establish side-channels
to bypass the logical isolation, and thus to access user’s sensitive
data from the co-resident VMs [5–7]. Such attacks are referred to
as co-resident attacks [8–10].

Various solutions have been proposed to defend against the
co-resident attacks in the cloud computing environment. For
example, in [11–15] different schemes based on limiting or
eliminating the construction of side-channels were developed,
which typically require modifications or redesigns to the existing
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Nomenclature

Acronyms

AVM Attacker virtual machine
FCC Full co-residence coverage
IT Information technology
RMS Resource management system
UVM User virtual machine
VM Virtual machine
VPC Virtual private cloud

Notation

n Number of servers in cloud computing system
k Number of UVMs created by cloud RMS
m Number of AVMs created by cloud RMS
v Probability of AVM’s success in getting unautho-

rized access to data of UVM residing in the same
server

p Probability that any UVM co-resides with at least
one AVM, i.e., FCC probability

CU(i) Overhead associated with creating i UVMs
CA(i) Overhead associated with creating i AVMs
cU Cost of creating single VM
D User’s damage associated with unauthorized access

to sensitive data
B Attacker’s benefit associated with unauthorized

access to sensitive data
L Expected total user’s losses
U Expected attacker’s utility
l Normalized user’s losses l = L/cU

system architecture. In [16,17], defense mechanisms based on
detecting abnormal behavior of system components (e.g., CPU,
cache) were proposed to mitigate effects from the co-resident
attacks. In [18], a mitigation scheme based on the Intel cache
allocation technology was proposed to defend against co-resident
attacks on last-level cache in cloud servers using multicore
processors. In [19], a defensive mechanism called HomeAlone
was introduced to explore side-channels for detecting undesired
co-residency. In [20,21], another technique based on network
flow watermarking was proposed for detecting malicious co-
resident VMs. In [22], a defensive network-based service named
virtual private cloud (VPC) was introduced to suppress threats
of co-resident attacks in the Amazon Elastic computer cloud.
Effectiveness of the VPC technology was further verified by studies
in [23]. In [24–26], VM allocation policies were proposed to
increase the attackers’ difficulty of co-locating their VMs with
the target user’s VMs. In [27,28], a defensive approach based
on the gaming theory was proposed to make the co-residence
difficult, thus decreasing the occurrence probability of co-resident
attacks. In [29], a two-player gaming model was implemented for
defending against specific co-resident Denial of Service attacks.

While the existing works have focused on coping with side
channels or VMs, in this work we propose a new solution
to addressing the co-resident attacks from the original user’s
requests point of view based on the data partition technique. The
proposed solution requires nomodifications of the existing system
architecture or actions from the cloud providers and determines
the optimal user’s data partitioning policy for given parameters of
a cloud environment.

In many cases the information can be useful only in its
integrity [30,31]. By dividing the information into multiple
separately stored data blocks, the data partitioning technique has
been applied to effectively mitigate risks of unauthorized access
in traditional information systems, and distributed computing
systems anddatabases [30,32–34]. The partition techniquehas also
recently been extended to the cloud environment [31,35–45]. For
example, in [35,37], partitionswere utilized formobile data stream
applications or web applications with the goal of improving the
system throughput but not the data security. In [31,39] a stripping
algorithm using data partition and image analysis was proposed
to secure picture data containing sensitive information in clouds.
In [43] data partitions were coupled with a remote data backup
algorithm to improve security and integrity of data stored on cloud
servers. To the best of our knowledge, however, no existing works
have addressed co-resident attacks using the data partitioning
technique. This work makes original contributions by proposing
a probabilistic co-residence coverage model and optimal data
partitioning policy to mitigate effects of the co-resident attacks.
Effectiveness of the proposed methodology is demonstrated using
examples.

The remainder of the work is organized as follows: Section 2
describes system and attack models. Section 3 presents the
proposed probabilistic full co-residence coverage model. Section 4
formulates the optimal data partition problem and presents
examples solutions. Section 5 is dedicated to the formulation
and solution to the optimal data partition problem for cases
with strategic attackers. Section 6 concludes the paper and gives
directions for future research.

2. System and attack model

There are n servers in a cloud computing system. To complicate
an unauthorized access to sensitive information, a user divides its
data into k subsets and sends k requests to the cloud system. The
cloud resource management system (RMS) creates a user virtual
machine (UVM) for each user request (data subset) and assigns the
UVMs to servers totally at random. Any server can get any number
of UVM assignments from 0 to k. The UVMs can be distributed
among from 1 to min(n, k) servers.

An attacker tries to get access to user’s data. The access makes
sense only if the attacker obtains the data in its integrity i.e. gets
access to all the UVMs. To do so the attacker submits m requests
to the same cloud system. The RMS creates an attacker virtual
machine (AVM) for each attacker request and also randomly
distributes the AVMs among servers. If an AVM co-resides with
some UVMs in the same physical server, the attacker can build a
side channel to each of those UVMs and get access to its part of
data with a certain probability [5].

The attacker’s access to user’s complete data is possible only
if AVMs are assigned to all servers where UVMs reside, i.e. a
full co-residence coverage (FCC) is achieved. In other words, the
attacker succeeds if after the random virtual machine distribution
any server containing at least one UVM contains at least one AVM.
The FCC probability p(n, k,m) depends on number of servers n,
number of UVMs k and number of AVMs m.

We assume that all servers use the same data protection
measures. In this case the event of attacker’s success in building
the side channel and accessing data is common for all servers
where UVMs and AVMs co-reside; if an AVM succeeds to build the
side channel, it happens in all servers. Therefore the probability of
unauthorized access to user’s data is v · p(n, k,m) where v is the
success probability of AVM getting access to data of UVM residing
in the same server. We assume also that the probability v does
not depend on number of UVMs and AVMs residing in the same
server.
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Fig. 1. Probability of FCC as a function of k andm for n = 10, 30, 50 and 100.
Fig. 2. Normalized user’s losses as function of k for n = 30, D/cU = 10 000 and different values of v andm.
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Fig. 3. Optimal value of k as function ofm for D/cU = 10 000 and different values of v and n.
Fig. 4. Minimal normalized user’s losses as function ofm for D/cU = 10 000 and different values of v and n.
3. Probability of FCC

The total number of possible assignments of k UVMs among
n servers is nk. The total number of different groups of h servers
among n servers is


n
h


. For any group of h servers the number

of possible assignments of k UVMs in which i specific servers
in the group host no UVMs is (h − i)k. Thus, for any specific
group of h servers one can obtain the number of assignment
combinations in which any server gets at least one UVM using the
inclusion–exclusion principle:

h−1
i=0

(−1)i

h
i


(h − i)k. (1)

The probability that exactly h servers are assigned to host k UVMs
is

q(n, k, h) = n−k

n
h

 h−1
i=0

(−1)i

h
i


(h − i)k. (2)
Assume that fixed h out of n (1 ≤ h ≤ min(n, k)) servers
are assigned to host the UVMs. The total number of possible
assignments ofm AVMs among n servers is nm. The total number of
possible assignments in which m AVMs are distributed among no
more than n − i servers is (n − i)m. When a fixed set of h out of n
servers host UVMs, the number of possible assignments in which
UVMs andAVMsdo not co-reside in i specific servers hostingUVMs
is (n− i)m. Using the inclusion–exclusion principle one obtains the
number of possible assignments in which any of h servers UVMs
and AVMs co-reside as

h
i=0

(−1)i

h
i


(n − i)m. (3)

Thus, the probability that, for any specific combination of h servers
hostingUVMs, any of such servers hosts also at least one ofmAVMs
is

g(n,m, h) =

n−m
h

i=0

(−1)i

h
i


(n − i)m ifm ≥ h

0 ifm < h.
(4)
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Fig. 5. Minimum number of AVM for which the data partitioning becomes non-
beneficial as function of v and n.

The total probability of FCC is

p(n, k,m) =

min(n,k,m)
h=1

q(n, k, h)g(n,m, h)

= n−(k+m)
min(n,k,m)
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
. (5)

Fig. 1 presents functions p(n, k,m) for n = 10, 30, 50 and 100.

4. Optimal data partition for a fixed or uncertain number of
AVMs

Creating each UVM is associated with a certain overhead for
the user. The total user’s overhead CU(k) is an increasing function
of the total number of UVMs created k. The user can estimate the
damage D associated with an unauthorized access to the sensitive
data. Thus, the expected cost of losses for the user is

L(k) = CU(k) + p(n, k,m) · v · D. (6)

The user chooses the number of UVMs k that minimizes L:

k∗
= argmin

k
(CU(k) + p(n, k,m) · v · D). (7)

For the most common special case when CU(k) = cUk, where cU is
the cost of creating single UVM,

k∗
= argmin

k
(cU · k + p(n, k,m) · v · D)

= argmin
k

(k + p(n, k,m) · v · D/cU) . (8)

As k is integer the optimization can be easily accomplished by brute
force enumeration.

Fig. 2 presents the normalized expected user’s losses l(k) =

L(k)/cU as functions of the number of UVMs (k) for n = 30, D/cU =

10 000 and different values of v and m. It can be seen that this
function has a minimum, which depends onm and v.

Figs. 3 and 4 present the number of UVMs k∗, thatminimizes the
expected users losses and corresponding value of the losses l(k∗) as
functions of number of AVMs m for D/cU = 10 000 and different
values of v and n. It can be seen that k∗(m) is a non-monotonic
function. When the number of AVMs m is relatively small, the
user can compensate the increase of m by increasing the number
of UVMs k. The damage reduction caused by the increasing k
exceeds the overhead. However,when the number of AVMs is large
enough, the damage reduction caused by the increasing k becomes
much smaller and does not exceed the additional overhead. Thus,
with an increase in m the increase of k becomes non-beneficial
and the optimal number of UVMs k∗ decreases. Eventually, when
m exceeds some value m0, any data partitioning becomes non-
beneficial and k∗

= 1.
Fig. 5 presents the minimum number of AVMs m0, for which

data partitioning becomes non-beneficial as function of v and n. It
can be seen thatm0 increases with increases in both v and n.

When the user does not know the exact number of AVMs, but
has information about its distribution in the form µ(x) = Pr(m =

x) for mmin ≤ x ≤ mmax, the optimal user’s policy minimizing the
Fig. 6. Optimal value of k as function of n for D/cU = 10 000 and different ranges of m.
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Fig. 7. Minimal normalized user’s losses as function of n for D/cU = 10 000 and different ranges of m.
Fig. 8. Minmax solutions k∗ , m∗ and corresponding normalized user’s losses l as functions of v and B/cU for n = 10, D/cU = 10 000.
expected losses is

k∗
= argmin

k


CU(k) + v · D

mmax
x=mmin

µ(x)p(n, k, x)


. (9)

Figs. 6 and 7 present the number of UVMs that minimizes
the expected users losses k∗ and corresponding value of the
normalized losses l(k∗) as functions of number of servers n, for
different ranges of uniformly distributed values ofmwhen CU(k) =

cUk, D/cU = 10 000 and v = 0.1, v = 0.3. For very small
number of servers n and large number of AVMs m, the probability
of FCC is close to 1 and an increase in the number of UVMs cannot
reduce it considerably. Thus, the data partitioning is not beneficial
and k∗

= 1. With an increase in n, the user benefits from using
more UVMs and k∗(n) increases. However, when n is large enough,
the probability of FCC becomes negligible and an increase in k
cannot reduce it considerably. Therefore, k∗(n) decreaseswhen n is
large.
5. Strategic attacker

Themost conservative user’s policy [46] is to anticipate that the
attacker guesses or chooses (based on the knowledge about the
number of UVMs) the number of AVMs maximizing the attacker’s
utility that takes the following form

U(k,m) = p(n, k,m) · v · B − CA(m), (10)

where B represents the attacker’s benefit associated with an
unauthorized access to user’s sensitive data.

Assuming that for any chosen k the attacker responds with m
maximizing U(k,m), the user chooses the number of UVMs by
solving the following minmax problem:

k∗
= argmin

k


CU(k) + p(n, k,m∗(k)) · v · D


(11)

where m∗(k) = argmax
m

(p(n, k,m) · v · B − CA(m)).

Notice that if m∗
= 0, the attacker makes no attempt to get

access to the user’s information because the expected benefit of
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Fig. 9. Minmax solutions k∗ ,m∗ and corresponding normalized user’s losses l as functions of v and B/cU for n = 20, D/cU = 10 000.
Fig. 10. Minmax solutions k∗ , m∗ and corresponding normalized user’s losses l as functions of v and B/cU for n = 30, D/cU = 10 000.
getting the information is less than the overhead associated with
using the cloud system.

Figs. 8–10 present the minmax solutions k∗, m∗(k∗) and the
corresponding expected user’s losses l assuming that CA(i) =

CU(i) = cUi and that the number of virtual machines created for
user or attacker cannot exceed 100.

It can be seen that when the probability v is very low, the
attacker’s chances to access the data are negligible and it prefers
to avoid the attack (m∗

= 0). To keep this situation the number
of UVMs should increase with an increase in v. However, from a
certain value of v, the attack becomes beneficial and m∗ becomes
positive, which initially causes a drop of k∗. Then k∗ increases to
compensate the growth of v. m∗ also increases with v because the
attacker has greater chances to access the entire data, whichmakes
the increase of m∗ reasonable. m∗ quickly reaches the maximum
allowed value of 100. When n = 30 (Fig. 10), the attacker either
abstains from attack (m∗

= 0) or attacks with the maximum
possible number of AVMs (m∗

= 100). By increasing the number
of UVMs the user tries to deter the attacker from the attack. When
both m∗ and k∗ reach their maximum values, the expected losses
become linear functions of v because the rest of parameters in (6)
become constant.

6. Conclusion and future directions

Extensive uses of the virtualization technology, particularly,
VMs in the cloud system have brought some unique security
concerns for the cloud users. This work has focused on one of such
concerns, co-resident attacks, where user’s sensitive information
in one VM can be accessed through side channels by another
co-resident VM of malicious attackers. The existing solutions are
mostly dedicated to handling side channels or VMs allocations,
which often involve modifications of the current cloud system
architecture or need actions from the cloud providers. In this work
we address the co-residence attacks from a different perspective of
user’s requests. Specifically, based on the suggested probabilistic
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co-residence coverage model and the data partition technique,
the optimal number of UVMs requests (one UVM per data block)
from a user is determined. Three cases are considered: a fixed
number of AVMs, an uncertain number of AVMs, and strategic
attackers who choose the number of AVMs maximizing their
benefit. As demonstrated through examples the proposed scheme
can effectively mitigate effects of the co-resident attacks through
minimizing user’s losses or costs.

In the futurewewill consider situationswhere the success of an
attacker’s access to user’s data in each server with co-resident VMs
is independent from such success in other servers using different
data protection mechanisms.
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